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Arousal and Regulatory Systems: Workshop Proceedings 
 
June 24-26, 2012 
Rockville, MD 
 
Background 
 
The Research Domain Criteria (RDoC) project is designed to implement Strategy 1.4 of the 
NIMH Strategic Plan: Develop, for research purposes, new ways of classifying mental disorders 
based on dimensions of observable behavior and neurobiological measures. NIMH intends 
RDoC to serve as a research framework encouraging new approaches to research on mental 
disorders, in which fundamental dimensions that cut across traditional disorder categories are 
used as the basis for grouping patients in clinical studies. RDoC represents an inherently 
translational approach, considering psychopathology in terms of dysregulation and dysfunction 
in fundamental aspects of behavior as established through basic neuroscience and behavioral 
science research. The major RDoC framework consists of a matrix where the rows represent 
specified functional Constructs, summarizing data about a specified functional dimension of 
behavior, characterized in aggregate by the genes, molecules, circuits, etc., responsible for it. 
Constructs are in turn grouped into higher-level Domains of functioning, reflecting contemporary 
knowledge about major systems of cognition, motivation, and social behavior. In its present 
form, there are five Domains in the RDoC matrix: Negative Valence Systems, Positive Valence 
Systems, Cognitive Systems, Systems for Social Processes, and Arousal/Regulatory Systems. 
The matrix columns specify Units of Analysis used to study the Constructs, and include genes, 
molecules, cells, circuits, physiology (e.g., heart-rate or event-related potentials), behavior, and 
self-reports. The matrix also has a separate column to specify well-validated paradigms used in 
studying each Construct.  
 
The RDoC matrix is being developed to serve as a heuristic and it is subject to change with 
scientific advances from the field. To “build the matrix,” NIMH has been bringing together 
leading experts to coalesce and articulate the state of knowledge for each of the five domains. 
Six meetings are planned: this workshop, focused on the Arousal and Regulatory Systems 
domain, was the sixth in the series. 
 
For detailed information about RDoC, proceedings from prior workshops, and the updated 
matrix, please see the RDoC web page. 
 
Workshop Proceedings 
 
The NIMH RDoC Working Group initially proposed three draft Constructs within the Arousal 
and Regulatory domain: 1) Arousal, 2) Biological Rhythms, and 3) Default Readiness. Based on 
each individual’s scientific expertise, the workshop participants were assigned to one of three 
“construct groups”. Each group was tasked with 1) deciding whether and how their group’s 
Construct(s) should be revised from the original conceptualization, 2) generating a definition for 
each Construct, 3) filling in the elements of the matrix for each Unit of Analysis for the 
Construct(s) and 4) generating a list of promising and reliable research paradigms that can be 
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used to study the Constructs. The construct groups were split into two parallel breakout groups, 
each with their own moderator, to facilitate discussion and encourage exploration of divergent 
opinions (with the exception of the Biological Rhythms group, which functioned as one large 
group). Following breakout group meetings, the construct groups reassembled for further 
discussion and refinement of the products, which was followed by an iterative process of 
reporting-out and discussion with the entire workshop and reconvening in construct groups.  
 
The workshop participants discussed the RDoC team’s proposed constructs and suggested some 
re-organization and re-naming. In addition to discussing and refining the constructs proposed by 
the RDoC working group, the workshop participants reached consensus on the addition of a 
fourth construct, Sleep and Wakefulness, and generated a definition and a matrix for this 
construct also. The group that was assigned to the Biological Rhythms construct modified the 
construct to be Circadian Rhythms. These definitions and summaries of the groups’ discussions 
are provided below. 
 
The Default Readiness group revised the construct to be the Default Mode Network (DMN). The 
group members discussed at length whether DMN met the criteria for an RDoC construct, and 
developed a definition and matrix elements despite this uncertainty. Ultimately, however, the 
NIMH RDoC working group decided that DMN was not appropriate for inclusion as a construct 
because of the lack of specificity of the DMN among intrinsic neural networks and the 
ambiguous link to behavior and psychopathology. The preliminary Construct definitions, the 
summary of the workshop group’s deliberations, and the matrix for DMN are in a separate 
section below.  
 
Construct Definitions 
 

1. Arousal: Arousal is a continuum of sensitivity of the organism to stimuli, both 
external and internal.  

Arousal:  
a) facilitates interaction with the environment in a context-specific manner (e.g., 

under conditions of threat, some stimuli must be ignored while sensitivity to and 
responses to others is enhanced, as exemplified in the startle reflex); 

b) can be evoked by either external/environmental stimuli or internal stimuli (e.g., 
emotions and cognition);  

c) can be modulated by the physical characteristics and motivational significance of 
stimuli;   

d) varies along a continuum that can be quantified in any behavioral state, including 
wakefulness and low-arousal states such as sleep, anesthesia, and coma; 

e) is distinct from motivation and valence, but can covary with intensity of 
motivation and valence; 

f) may be associated with increased or decreased locomotor activity; and, 
g) can be regulated by homeostatic drives (e.g., hunger, sleep, thirst, sex). 
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2. Circadian Rhythms: Circadian rhythms are endogenous, self-sustaining oscillations 
that organize the timing of biological systems to optimize physiology, behavior, and 
health.  
 
Circadian Rhythms:  

a) are synchronized by recurring environmental cues;  
b) anticipate the external environment;  
c) allow effective responses to challenges and opportunities in the physical and 

social environment;  
d) modulate homeostasis within the brain and other (central/peripheral) systems, 

tissues, and organs; and,  
e) are evident across levels of organization including molecules, cells, circuits, 

systems, organisms, and social systems.  
 
3. Sleep and wakefulness: Sleep and wakefulness are endogenous, recurring, behavioral 
states that reflect coordinated changes in the dynamic functional organization of the brain 
and that optimize physiology, behavior, and health. Homeostatic and circadian processes 
regulate the propensity for wakefulness and sleep.  
 
Sleep:  

a. is reversible, typically characterized by postural recumbence, behavioral 
quiescence, and reduced responsiveness;  

b. has a complex architecture with predictable cycling of non-rapid eye movement 
/rapid eye movement (NREM/REM) states or their developmental equivalents; 
NREM and REM sleep have distinct neural substrates (circuitry, transmitters, 
modulators) and EEG oscillatory properties;   

c. intensity and duration is affected by homeostatic regulation;  
d. is affected by experiences during wakefulness;  
e. is evident at cellular, circuit, and system levels; and, 
f. has restorative and transformative effects that optimize neurobehavioral functions 

during wakefulness. 
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SUMMARY OF CONSTRUCT GROUP DELIBERATIONS 

The material in the following sections is intended to provide background and context for 
the final construct definitions as provided above. Workshop participants discussed a 
variety of considerations and perspectives, and the resulting set of constructs and their 
definitions emerged. 

Arousal  

Specificity versus ubiquity 
 
The Arousal construct group first discussed how best to clarify arousal depending on the factors 
that might drive the arousal as distinguished by internal or external stimuli, and also depending 
on valence. For instance, in the case of valence, different circuits might be relevant to positive, 
negative, or neutral valence. There was also a lot of discussion about the potential need for 
specific sub-constructs, such as those related to stress, fear, sex, or feeding drive states. In other 
words, is the final common pathway of arousal sufficient to capture these different drive-states? 
One of the challenges is that recent thinking about arousal postulates diffuse but interrelated 
pathways that are connected, as compared to earlier ideas that held that arousal was driven 
largely in a singular fashion by the more primitive areas of the brain. During discussions with the 
larger group, it was noted that arousal systems, such as the noradrenergic system, when 
activated, have pervasive effects, as does the hypocretin system. However, there appears to be 
some evidence that there is specificity—for instance, activation of the hypocretin system in 
relation to positively reinforced, but not negatively reinforced behaviors. It was also noted that 
more specificity might come from the observation that various arousal systems (e.g., 
noradrenergic, serotonergic, histaminergic, cholinergic, glutamatergic) are not typically activated 
together. Thus, these systems could not only be differentially activated, but also be driven by 
(and drive) activation in different brain regions. There was the suggestion that more knowledge 
is needed on how these systems converge, act in concert, or exhibit specificity for driving 
activation in various brain regions, or for their relation to behaviors relevant for mental illness. In 
other words, is the final common pathway driven by very different systems? This discussion 
reflected a challenge that the Arousal-Regulatory group faced: that these systems are pervasive 
and operate throughout the entire brain.   
 
Appetitive and aversive arousal 
 
There was agreement that arousal is a continuing sensitivity of the organism to stimuli, both 
external and internal. It was also considered that distinct arousal-related neural circuitry can be 
activated under appetitive and aversive conditions, such as noradrenergic and dopaminergic 
neurons that can be assessed by the tonic discharge level of locus coeruleus neurons, and the 
amount of norepinephrine that is subsequently released. Other arousal systems may be activated 
under either appetitive or aversive conditions, controlling specific, affectively-neutral behaviors 
that are associated with the elevated arousal levels. All of these arousal systems may act 
differently under conditions of sleep or wakefulness. For example, activity in arousal-promoting 
circuits may act entirely differently during REM sleep versus NREM sleep and waking states; 
lengthening and intensifying the former, but promoting wakefulness and arousal in the latter. 



5 

 

That is, amygdala stimulation increases REM sleep length; loud noises (90 dB) that arouse 
during NREM sleep either increase the intensity of REM phasic events or increases the length of 
REM sleep.1 Thus, the function of the circuits for arousal changes during REM sleep.  
 
Arousal in relation to sleep and wakefulness  
 
The Arousal group deliberated on how best to distinguish sleep-wakefulness from arousal. 
Following discussions within this construct group and with the members of the Circadian 
Rhythms construct group, there was consensus that arousal and sleep are indeed different 
constructs. Although arousal and sleep are often viewed on a single continuum, it was argued 
that this may be too simplistic, as individuals can have relatively higher and lower levels of 
arousal during sleep and during wakefulness. The neural circuitry that regulates sleep and wake 
states is well-described in animals and humans, overlapping with, but not identical to, that of 
arousal systems. Arousal is often considered to fluctuate momentarily in response to external or 
internal stimuli. Sleep and wakefulness, on the other hand, are regulated by interacting 
homeostatic and circadian processes with long time constants that may be influenced by, but are 
not identical to, momentary arousal. Sleep also demonstrates local use-dependency and local 
variations in intensity on cellular and circuit levels.  
 
Sleep and wakefulness are clearly “dimensions of observable behavior and neurobiological 
measures.” Moreover, they have great relevance to mental disorders: Disturbed sleep is one of 
the most common trans-diagnostic features of mental disorders; it is one of the most consistent 
risk factors for the development of subsequent mental disorders; it is associated with worse 
treatment outcome in a variety of disorders; and treating sleep disturbance may improve the 
outcome of mental disorders. Sleep and sleep disturbance also affect function in each of the other 
RDoC domains, including Negative Valence Systems, Positive Valence Systems, Cognitive 
Systems, and Systems for Social Processes. After deliberation within the construct group, it was 
decided that the Arousal group and the Circadian Rhythms group would work together to 
develop a definition and matrix for the Sleep-Wakefulness construct, and these deliberations are 
summarized under Sleep-Wakefulness below.  
 
Matrix elements 
 
This group identified a number of circuits and neurotransmitter systems that were relevant to 
arousal, which are included in the Matrix.  
 
The group also discussed clinical conditions related to arousal including coma, psychopathy, 
post-traumatic stress disorder (PTSD), attention deficit/hyperactivity disorder (ADHD), 
depression, bipolar disorder, Alzheimer’s disease, and psychosis. 
 
Arousal paradigms were offered with the caveat that no single measure is applicable across the 
entire continuum or across all conditions.   
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Circadian Rhythms 
 
The Circadian Rhythms (CR) construct group first decided that, while it was necessary to include 
body-brain interactions in circadian rhythms and reference to peripheral clocks in the constructs, 
these would be included only in so far as they had an impact on mental health. Though biological 
rhythms include circadian, ultradian, and seasonal oscillations, there is very little evidence to 
support the presence of ultradian or seasonal oscillations in the human mammal. Therefore, for 
the purpose of translational research relevant to mental health, CR is included as the sole entry at 
this time. 
 
The initial definition put forward was that circadian rhythms are endogenous, self-sustaining 
oscillations that organize the timing of biological systems to optimize physiology, behavior, and 
health (by “behavior,” the group included affect, valence, and cognition as defined in the other 
Constructs). Two important aspects of biological rhythms were highlighted: their self-sustaining, 
endogenous, character and their ability to anticipate and lead to a readiness to respond to events 
in natural settings.  
 
The oscillatory nature of biological rhythms was considered important; however, the group 
decided to include only those oscillations with the greatest evidence to support a role in circadian 
rhythms, as defined. For example, oscillations that occur during tasks (such as the gamma 
oscillations that occur during a working memory task) are not self-sustaining and therefore 
would not be included in this construct.   
 
Biological rhythms synchronize to both the internal and external environment. The environment 
can set/reset these oscillators, and it is important that the internal systems be coordinated with 
this. Environment includes many things, including food, light, social cues. Social environment is 
an important cue for humans. For instance, blind people may not be capable of synchronizing 
with the environment through the light/dark cycle but some have been shown to be able to 
entrain to social cues. In addition, work with an animal model that is 20 years old has shown that 
signals normally coming through social interactions can entrain both self and other rhythms.2 

 
An important function of circadian clocks is to coordinate across different systems. Repeated 
cues are needed to synchronize CR, as single cues simply shift the rhythms.  The subgroup 
thought that the interaction of CR between peripheral and central nervous system was important 
as disruption of central oscillators can lead to mental illness.  
 
Does CR dysregulation lead to mental health problems or do processes that lead to mental health 
problems also lead to dysregulation of CR? There is evidence to support the link between 
disruption of CR gene networks and health problems in animals; the research in humans is not as 
convincing. There is weak evidence from genome-wide association studies that link clock genes 
with bipolar disorder, depression, etc., but more rigorous studies are required to replicate these 
findings. In addition, CR dysregulation may be only one manifestation of abnormal clock gene 
function and may not necessarily mediate the resulting mental health problems.   
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Matrix elements 
 
When listing the elements that should be included in the Units of Analysis for the CR Construct, 
the group discussed how to reference clock genes. Over 1000 genes that regulate CR have been 
identified. For this reason, the group decided to group them into the following four categories:  
 

• Canonical (or Core) Clock Genes 
• Clock Associated Genes (associated with clock mechanism but not necessarily 

fundamental) 
• Clock-Controlled Genes (http://bioinf.itmat.upenn.edu/circa) 
• Epigenetic Regulation of Clock Genes 

 
Some of these genes may have a relatively minor modulatory effect on the clock and on mental 
health relevant domains of function. The approach of the RDoC project is to promote 
translational research relevant to psychopathology, and it is not clear at this stage which genes 
have an effect on this. Therefore, more work is required to establish the link between CR genes 
and mental health.   
 
The group identified a list of possible paradigms, of which those most closely related to 
translational research in mental illness are included in the Circadian Rhythms matrix. 
 

Sleep and Wakefulness 
 

During the discussion of the Sleep and Wakefulness Construct, the group agreed that the 
definitions and matrix elements needed to be “human-centric,” in keeping with the aim of the 
RDoC project, and focus on mental disorders in humans.  
 
Initially, the group focused on sleep as the main component, but when defining the Construct, it 
became apparent that the sleep state is primarily defined in relation to the state of wakefulness.   
The Circadian Rhythms group and the Arousal group agreed that basic biological drives (e.g., 
eating, drinking) should be included in the “Behavior” Unit of Analysis rather than in the 
definitions and that different states of wakefulness would be included in the Arousal construct 
rather than the Sleep and Wakefulness Construct.  
 
The group agreed that sleep was not a unitary state, and its complexity is very important, 
especially in humans. This complexity includes a group of states that are organized with respect 
to each other in an invariant order.  For example, within sleep there are important transitions (e.g. 
NREM to REM); there is growing evidence that these transitions are meaningful, point to the 
highly organized nature of sleep, and are in keeping with cyclic nature of sleep. 
 
The group decided that, despite this growing awareness of the importance of transitions, it was 
too early to include them in either the definition or the matrix; however, the group thought it was 
important to mention them in a paragraph in the workshop summary.  

http://bioinf.itmat.upenn.edu/circa�
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Sleep is not simply a “not awake” state. For this reason, the group decided to include in the 
definition not only its difference from the awake state (perceptual disengagement, unresponsive 
to environment), but also what is unique to the sleep state.  As the discussion proceeded, the 
group decided that, in reality, we know about the sleep and wake states only in relation to each 
other. There are brief but distinct transitions when going from sleep to wake and wake to sleep. 
Abnormalities arise when the two are intermingled with each other and in mixed states. 
However, there are important transformative effects of sleep on wakefulness  and it is important 
to acknowledge that sleep entails perceptual disengagement. Transformative effects of sleep are 
distinct from the restorative effects of sleep and include changes to the brain that are not 
reversible (e.g., the effect of sleep on learning and memory) and which make the brain more 
effective. Both wake and sleep have separate functions, but the coordination of each with the 
other is important. However, while it would be difficult, and impractical, for the purposes of this 
RDoC project, to delineate all the states of wakefulness, it is possible to do this regarding the 
states of sleep. 
 
There was general agreement that sleep is a response to both homeostatic and circadian systems. 
Sleep is widespread, but does not necessarily occur at the same time in all brain regions and 
circuits. For instance, it has been found that some areas of the brain may not be “asleep” as 
measured by physiology, and there is recent research to suggest that sleep occurs in vitro in 
individual cells.  
 
The group decided that dreaming would not be mentioned in the definition of sleep, but would be 
included as an element in the self-report column of the matrix, because it is an experiential event 
during sleep that is relevant to some aspects of mental disorders. For example, one 
conceptualization of nightmares experienced by individuals with PTSD is that waking 
experiences cannot be processed during sleep 
 

 

NIMH encourages comments on any aspect of the workshop and proceedings outlined here. 
Please send comments to: rdoc@mail.nih.gov 
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Matrices 

Construct name: Arousal  
 

Genes Molecules Cells Circuits Physiology Behavior Self-reports 
Musarinic receptors 
(mAChRs, M1-M5) 
 
Nicotinic receptors (16 
nAChR genes) 

ACHE 

CHAT 

VAChT 

Serotonin receptors (5HT1-
7) 

5HTTs 

Tryptophan Hydroxylase 

Adrenergic receptors (α1, 
α2; β1-3) 

Histamine receptors (H1-4) 

Dopamine receptors (D1-5) 

OX1R, OX2R/HCRT1, 
HCRT2 
GABA-A, GABA-B, 
GABA-C 
 
Glutamate Receptors:  
AMPA, kainate, NMDA, 
delta; mGluRs 
 
Adenosine receptors (A1-3) 
 
DBH 
 
NET 
 
DAT 
 
Leptin 
Ghrelin receptors 
Cytokine recepors 

Glutamate 
Norepinephrine 
Acetylcholine 
Histamine 
Dopamine 
Hypocretin/Orexin 
CRF 
Serotonin 
Leptin 
Ghrelin 
Opioids 
Oxytocin 
Vasopressin 
Neuropeptide Y 
GABA 
Cytokines 
 

Locus Coeruleus 
 
Tuberomammillary 
Nucleus 
 
LDT, PPT 
 
Basal Forebrain Nuclei 
 
Lateral, perifornical, and 
dorsomedial 
hypothalamus 
 
Dorsal Raphe 
 
Ventral Tegmental Area 
 
Central Nucleus 
Amygdala 
 
 
 

Cholinergic and 
monoaminergic Nuclei 
projections to thalamic and 
cortical (both neocortical and 
allocortical/hippocampus 
circuits). 

Reciprocoal cholinergic and 
monoaminergic projection  

Reciprocal hypothalamic 
(including hypocretin/orexin, 
tuberomammillary nucleus) 
projections to midbrain and 
pontine monoaminergic and 
cholinergic nuclei.   

Hypothalamic to thalamic and 
cortical circuits 

Basal forebrain nuclei to 
cortical circuits 

Corical circuits such as 
fronto-insular and dorsal 
anerior cingulate 

Brainstem monoaminergic 
and cholinergic projections to 
basal forebrain 

Central Amygdala to 
monoaminergic and basal 
forebrain cholinergic nuclei. 

Reciprocal NTS-Central N. 
Amygdala 

Circadian and Sleep-related 
circuits modulate arousal and 
are modulated by arousal. 

EEG 
EMG 
ERPs 
Autonomic: Heart Rate;  
    Blood Pressure; Pupil  
    Size; Galvanic skin  
    Response; Breathing; etc. 
HPA Axis: Glucocorticoids;  
   ACTH; CRF. 
Sex-Specific Differences in 
      Arousal 
Brain activation as 
     measured by fMRI 
Neural activity 
 

Waking 
Startle 
Eye Blink 
Motor Activity  

(increases and 
decreases) 

Cognition: learning &  
   memory; attention;  
   executive function;  
   etc. 
Affective states:  
   anxiety; etc. 
Agitation 
Emotional Reactivity 
Sensory Reactivity 
Motivated Behavior 
 

Arousal Self-Report Scales 
(e.g. ADACL, POMS 
arousal subscale, etc.) 
Self-assessment  
     Mannequin 
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Paradigms: 

• EEG and EMG recording  
• Indices of neural activity such as local field potentials and single neuron recordings  
• fMRI/PET 
• Psychomotor vigilance and other continuous performance tasks. 
• Eye-blink 
• Eyelid closure 
• Startle 
• Odd-ball tasks 
• Auditory arousal threshold 
• Maintenance of wakefulness test 
• Actigraphy and other test of motor activity 
• Cortisol awakening response 
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Construct name: Circadian Rhythms 
 

GenesA Molecules Cells Circuits Physiology Behavior Self-Report 

Canonical (Core) Clock 
Genes
Clock;  

:  

Npas2;  
Bmal1; Bmal2 
Per1,2;  
Cry1,2;  

Rorα, β;  
Clock-Associated Genes 

Rev-Erbα, β;  
CK1 δ, ε;  
CK2 α, β 
FBXL3 
FBXBL21 
DEC2, DEC2 
Dio2, Dio3 
Gsk 3β 
Per3 

Potential additional clock 
associated genes1 

Clock-controlled genes
 

1 

Receptor genes
NMDAr;  

:  

AMPAr;  
5HTr;  
GABAr;  
NPYr;  
SPr; VPAC1,2;  
MT1,2;  

Transcription/ translation 
factors/ regulators
cFos;  

:  

JunB;  
CREB;  
MAPK;  
mTOR;  
PGC1a;  
miRNA (e.g. miR-206, 
miR-132)  
Dbp  

Epigenetic factors, e.g. 
Sir2 

melanopsin; PACAP; 
Glutamate; GABA;  

Input 

5HT; NPY; Substance P;  
Dopamine 
 

VIP; AVP; NO; cAMP; 
cGMP;  

SCN-synchronizing and 
modulating agents 

Calbindin; steroid 
hormones (estrogen, 
testosterone, 
progesterone) 
 

melatonin; cortisol; AVP; 
VIP; GABA 

Output 

 
 
 

ipRGC; rods and cones 

SCN “clock” cells; 

Extra-SCN and 
peripheral tissue cells 
within the brain (e.g., 
medium spiny neurons, 
pars tuberalis cells, 
fibroblasts) 

Pineal cells 

Retinal cells; Retino-
hypothalamic tract;  

Input 

Retinogeniculate tract;  

Raphe to SCN projection;  

Suprachiasmatic nucleus 
(SCN) core/shell  

Intrinsic to SCN 

Output

• PVN, DMH, 
subparaventricular 
zone, PVT 

: SCN projections 
to: 

• Central extended 
amygdala (central 
nucleus of the 
amygdala/ Bed 
nucleus of the stria 
terminalis) 

• Hypothalamic 
neuroendocrine cell 
groups 

• Hypothalamic orexin 
projections2 

• Basolateral amygdala/ 
Hippo-campus  

• SCN/PVN/SCG/pinea
l2  

• HPA axis  

• Sympathetic/ 
parasympathe-tic 
nervous system 

Seasonal 

• SCN/PVN/SCG/pinea
lB 

Gene expression 

Neural activity 

Neural transmitters 

 

Locomotor activity 

Drive-regulated 
behaviors  

Sleep-wake 

Neurobehavioral 
functions (e.g., alertness, 
vigilance, affect, 
learning, memory) 

Sleep-rated and waking 
behaviors 

Masking (e.g., direct 
effect of environment on 
activity rhythms) 

  

 

Phase, diurnal preference, 
chronotype (e.g., Horne-
Ostberg, CTQ) 

Diary-based measures of 
daily regularity/ 
rhythmicity (e.g., Social 
Rhythm Metric) 

Sleepiness, alertness, 
well-being, mood 
(circadian, seasonal) 
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A Categories of genes relevant to the biological rhythms domain: 

1) Canonical (or Core) Clock Genes:  Fundamental molecular components of the circadian clockworks based on extensive molecular 
and genetic studies that constitute cell autonomous transcriptional feedback loops. (Clock-Cry) 

2) Clock Associated Genes:  Genes for which there is good evidence that they are part of, or can modulate, the fundamental core 
clock mechanism. 

3) Potential additional clock associated genes: Genes that have emerged from genome-wide siRNA screens, e.g., Circadian Screen 
Database (http://biogps.org/circadian/#goto=welcome) 

4) Clock-Controlled Genes:  These are genes that are rhythmically driven in abundance by the circadian clock.  The subset of clock-
controlled genes, typically 10% of the genome varies in a tissue, and perhaps, cell specific pattern.  The following databases are 
available for the following brain regions: suprachiasmatic nuclei,3 retina.4 See database for a fuller list of clock-controlled genes 
in brain regions and other tissues: Circa: Circadian Gene Expression Profiles (http://bioinf.itmat.upenn.edu/circa) 

B Projection to sleep-relevant structures 

Paradigms 
• Actigraphy of human circadian rest-activity rhythms in the real world 
• Sleep measures (see Sleep-Wake paradigms) 
• 24 hour light/dark (LD) cycle (test for entrainment of rhythms) 
• T cycles (non-24 hour LD cycles) 
• Phase response curve (PRC, phase dependent effects of single light [or other stimulus] pulses delivered at different circadian 

phases) 
• Dim Light Melatonin Onset (DLMO, phase estimate) 
• Acute melatonin suppression by light (relative index of the sensitivity of the circadian system to light, e.g. wavelength, 

intensity, duration curves) 
• Pupillary light reflex (acute measure of rod, cone and melanopsin photosensitivity). 
• Sensory threshold testing (ERG, ERP, etc.) 
• Bioluminscent/fluorescent real-time gene expression imaging 
• Masking (e.g., sleep effect on cognitive behavioral therapy) 
• Genetic Approaches – genome-wide association study, candidate gene, epigenomics, circadian genomics (temporal gene 

expression), mutagenesis, gene targeting, quantitative trait loci. 

http://biogps.org/circadian/#goto=welcome�
http://bioinf.itmat.upenn.edu/circa�
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Construct name: Sleep-Wakefulness 
 

Genes Molecules Cells Circuits Physiology Behavior Self-Report 

• Circadian 
Rhythms genes 
(see Circadian 
Rhythms table) 

• Genes relevant 
to arousal (see 
Arousal table) 

• Genes with 
sleep-specific 
effects: Per3, 
Clock, Sur2, 
Dec2 

Neurotransmitters and 
neuromodulators, 
including 

• Acetylcholine 
• Norepinephrine 
• Serotonin 
• Dopamine 
• Histamine 
• GABA 
• Galanin 
• Adenosine 
• Hypocretin/Orexin 
• Glutamate 
• CRF 
• Vasopressin 
• NPY 
• Cytokines 

• Lateral and 
perifornical 
hypothalamus 

• Anterior 
hypothalamus 
and basal  
forebrain  

• Posterior 
hypothalamus 
(TMN) 

• Brainstem (e.g., 
LC, Raphe, 
LDT/PPT, , 
VTA) 

• Thalamus 
(median 
thalamic nuclei, 
reticular 
nucleus) 

Wakefulness 
• Arousal circuits also 

subserve wakefulness 
(see Arousal table) 

• Circadian Rhythms 
circuits also subserve the 
organization of sleep and 
wakefulness (See 
Circadian Rhythms table) 
 

Sleep 
NREM sleep (forebrain) 
• Basal forebrain and 

anterior hypothalamus 
projections to arousal 
promoting cell groups 

• Thalamo-cortical circuits  
 

REM sleep (brainstem) 

• Mesopontine nuclei, 
especially regions ventral 
to locus coeruleus 

• Brain electrical activity (EEG) 
(spindles, slow waves, theta) 

• Brain metabolic activity 
• Electromyographic activity 

(EMG) 
• Electro-oculography (EOG) 
• Things modulated by/ that 

happen during sleep (hormones 
[e.g., GH, prolactin, 
gonadotropins, etc.], other 
aspects of systemic physiology) 

• NREM and REM sleep, 
wakefulness, and their transitions 

• Temporal and topographic 
organization of sleep dynamics 

• Temporal and topographic 
organization of homeostatic sleep 
drive during sleep 

• Physiological sleep propensity 
(sleep latency) 

• Capacity for wakefulness under 
low stimulation) 

• Physiologic measures of 
sleepiness, homeostatic sleep 
drive during waking 

• Sex-specific sleep physiology 

• Sleep (duration, continuity/ 
fragmentation, architecture), 
wakefulness 

• Sleep deprivation and 
satiation 

• Sleep timing and variability 
• Rest-activity patterns 

(actigraphy) 
• Sleep inertia 
• Sleep-dependent 

neurobehavioral functions 
(e.g., memory consolidation, 
affect, affect regulation, 
alertness, vigilance, 
impulsivity, risk-taking) 

• Motor behaviors during 
sleep 

• Intermediate/ admixed 
sleep-wake states 

• Sensory arousal threshold 
• Co-sleeping 
• Sex-specific sleep behaviors 

• Sleep quality, 
restoration, 
quantity (e.g., 
insomnia, 
hypersomnia) 

• Sleep timing 
• Alertness, 

sleepiness 
• Fatigue 
• Dream reports 
• Specific sleep 

symptoms 
• Sleep-modulated 

symptoms  (e.g., 
mood, alertness) 

 

Paradigms:  

• EEG (e.g., sleep staging, quantitative EEG, topographic mapping, source localization) 
• MEG 
• TMS 
• Nocturnal polysomnography (may include measures of respiration, heart rate variability, other) 
• Arousal threshold testing 
• Multiple sleep latency testing 
• Maintenance of wakefulness testing 
• Measurement of slow eye movements during wakefulness (physiologic measures of sleepiness, homeostatic sleep drive) 
• Locomotor activity (e.g., actigraphy) 
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• Total, partial, and stage-selective deprivation paradigms 
• Non-24-hour sleep-wake schedules (e.g., forced desynchrony, ultrashort schedules) 
• Neurobehavioral testing in relation to sleep  
• Sleep-dependent memory consolidation, fear extinction 
• Functional imaging techniques: e.g., fMRI, PET, MEG, high-density EEG 
• Self-report methods include retrospective symptom and sleep reports, daily sleep diaries 
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Default Mode Network 
 
As noted above, the NIMH RDoC working group decided that this construct was not appropriate 
for inclusion because of the lack of specificity of the identified circuits among intrinsic neural 
networks and their ambiguous link to behavior and psychopathology. The summary of the 
workshop group’s deliberations is included here to serve as a starting point for future possible 
consideration as a Construct. 

 
Definition: The Default Mode Network (DMN) can be conceptualized as an organized, 
spontaneous network of neural activity that is modulated during attention-demanding cognition.  
 
The Default Mode Network (DMN) is a set of brain regions which 

 
a. are characterized by temporally correlated, low-frequency, spontaneous BOLD signal 

fluctuations which tend to inversely correlate with fluctuations in other networks, 
including those that subserve arousal, attention, perception, and working memory;  

b. show consistent suppression of activity during most cognitive tasks but increase in 
activation during certain tasks, including episodic memory retrieval, introspection, and 
self-referential processing;  

c. vary in degree of activation and connectivity related to individual differences in cognition 
and behavior, including psychopathology and neurological impairment; and, 

d. are one of many Intrinsic Connectivity Networks (ICNs) that can be identified in resting-
state fMRI and PET analyses. 

 

Default Readiness 
 
 
The group focused its initial discussions on identifying a Construct that is related to self-
referential, non-task focused processes and which is defined broadly enough to be informative 
but not so broadly that it encompasses the whole brain and pervasive, synchronous 
neurophysiological oscillations.  
 
Is it a Construct? 
 
The group began by discussing the construct that was drafted by the RDoC working group 
(Default Readiness) and there was consensus that it was too vague; the concept of “readiness” 
was unclear in its relationship to arousal; and, the use of the term “default” conjured the Default 
Mode Network (DMN) but did not specify it. The concept of brain readiness is orthogonal to 
many of the existing RDoC Constructs and could be thought of as the regulation of various 
networks, rather than a circuit/construct in and of itself. The group discussed whether they 
should focus on defining a construct or whether they should instead define a cross-cutting 
element (i.e., a new method/tool that could be represented in a column in the RDoC matrix) 
which would be relevant to other constructs but would not be an independent construct. It was 
noted that this construct was distinct from other RDoC constructs because it is a relatively new 
area of investigation, and it is the only one that is based primarily on findings from neuroimaging 
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studies. Ultimately, the group moved forward to define a construct that reflects some 
fundamental organizational principles of the brain that is related to but sufficiently distinct from 
other constructs with the goal of “setting the stage” for ongoing research in the area. 
 
Is it a circuit?  
 
The DMN is a neural circuit that can be identified in individuals who are not engaged in a task, 
but it is not the only such network. Although the findings regarding specific nodes of the DMN 
have been robust, there are conflicting reports in the literature regarding whether the DMN is 
indeed a single network.5, 6  It is possible, for example, to identify areas of co-occurring, 
oscillating activity in various neural networks by seeding regions whose activity is recorded 
during between-task rest periods. These networks depend, to some extent, on the nature of the 
task being performed, and thus activation during periods of rest lacks some specificity. The 
DMN could be identified as a prototypical network related to readiness to mount a response, but 
interactions with non-DMN brain regions have not yet been thoroughly elaborated. The group 
considered identifying the DMN as an exemplar/prototype of a more general construct such as 
Intrinsic Connectivity Networks (ICN) and the many processes that govern the ways in which 
various networks are integrated and modulated, taking into consideration the emerging literature 
which suggests that there are other networks that could be considered to be ICN. It was 
ultimately decided that whole-brain dynamics is not suitable as a construct (there would be no 
specific circuits or neurotransmitters and many genes involved) but, instead, the DMN would be 
defined as the construct, reflecting the dynamic regulation of networks which can reasonably be 
considered to be conceptually independent from other constructs, by representing an important 
basic brain function that is strongly related to psychopathology and that including it as a separate 
construct will help to focus future research in this field.  
 
The DMN Construct was thought to be sufficiently narrow and to reflect the unique aspects of 
DMN as it is related to moment-to-moment differences in task- versus non-task focus, related to 
variations in task performance, and related to other, task-related networks. This Construct is 
related to the Arousal/Regulatory domain because it concerns the ongoing allocation of 
resources. Generally, activity in the DMN decreases with task difficulty, possibly because it is 
more challenging to sustain interoceptive activities during more difficult tasks. There is some 
evidence that the activity of the DMN is distinct from arousal-related activity. The relationship 
between DMN activity and arousal mechanisms is, however, an area of active research. Future 
work will clarify whether there is a linear relationship between DMN activity and arousal or the 
relationship is modulated differently by high compared to medium degrees of arousal. 
 
The definition of DMN includes a description of the DMN as one of many ICNs. ICNs are 
“organized,” including spatial and temporal organization, and are intended to include both local 
and distributed networks. It was noted that the networks are interactive in nature, and affected by 
ongoing neuroplasticity and changes within the networks. In the definition of DMN and the 
description of ICNs, “cognition” and “behavior” were considered by the group to be broadly 
defined and inclusive. 
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Attention, resting state, and interoception 
 
The group discussed existing uncertainties about the specific function(s) the DMN serves, and 
various ambiguities in the understanding of terminology used in this research area. It can be 
difficult to disambiguate the function of the DMN and attention (which is a Construct in the 
Cognitive Systems domain). The tasks that are often used to study non-task DMN usually 
involve some degree of arousal and attention, but the relationships between arousal, attention, 
and DMN have not generally been studied explicitly. Considering a clinical example, a patient 
who can’t manage to complete their daily activities because they are preoccupied by internal 
thoughts (or a patient who is preoccupied by paranoid thoughts) could be characterized as 
experiencing either malfunction of the DMN or attentional impairment. The relationship between 
attention and DMN is somewhat uncertain, but there is some evidence that the DMN is distinct 
from networks that subserve attention. Rather than being related to higher-level cognition (such 
as planning), DMN may be more closely linked to more basic biological rhythms and 
consciousness, especially in light of observed changes in anti-correlations in the DMN during 
anesthesia. The DMN’s infra-slow fluctuations might be physiologically significant, perhaps 
related to more basic cellular or synaptic functions (e.g., to maintain activity and avoid pruning).  
 
It was noted that individuals alternate the allocation of their attention between internally and 
externally generated stimuli on an ongoing basis, but the DMN Construct was not intended to 
refer selectively to an interoceptive focus. For example, it is possible to be focused on internal 
stimuli, such as autonomic activity and cognitive reactions to such activity, which would 
suppress DMN activity or, conversely, to appear focused on an external stimulus while 
simultaneously being engaged in mind wandering or stimulus-free thinking which would be 
consistent with DMN activation. One way of thinking about DMN is to consider that DMN 
activation may occur when the brain simply isn’t doing something else, whether that “anything 
else” is internal or externally directed.  
 
Another important distinction was made between DMN and “resting state.” Although these terms 
are sometimes used synonymously, they are not overlapping and there was good agreement in 
the group that “resting state” is a method/paradigm that can be used for interrogating the degree 
of integrity of various networks that are relevant for a variety of constructs, but it not a network 
or a construct in and of itself. DMN is one of many networks that can be identified using resting 
state methodology, but the activation of the network is apparent in research paradigms other than 
resting state.   
 
The group discussed the psychological features that would characterize this construct and, 
drawing from Peter Fransson’s 2005 paper, focused on the ability to “turn off” or disengage the 
DMN in order to toggle attention between introspection and externally focused readiness.7 It was 
considered whether the unique feature of the DMN construct is the distinction between rest and 
non-rest. It is difficult, however, to define the boundaries between rest and non-rest, because 
participants may be engaged in a variety of covert activities during periods of task engagement 
or non-engagement which could engage different neural systems.8 Different studies have 
addressed this issue using various methodologies, such as instructing participants to engage in 
internally-focused tasks (e.g., pondering their future, retrieval of personal memories) or 



18 

 

daydreaming, although the role of spontaneity, in contrast to directed tasks, in generating DMN 
activity is not yet known. DMN could be thought of as an individual’s “set point” in the absence 
of goal-directed behavior such that DMN predominates when no goal is present but is suppressed 
when a goal is present. Although “rest” is heterogeneous and individuals will vary from one 
another and over time in their mental activities during rest, consistent patterns of activation have 
been detected, suggesting it is a robust network. During the discussion, the Construct and its 
definition evolved away from focusing on the “switching” or “on-off” aspects of the DMN as 
being potentially misleading, because the intention was to focus on the state of DMN activation 
that precedes or follows “switching,” incorporating the switching as a property of but not the 
entirety of the Construct.  
 
The group considered other possible constructs, including “mind-wandering” and “task-
independent mentation,” but it was felt that these did not fully capture the Construct, and there is 
evidence that some tasks increase DMN and some decrease it.   
 
Task performance, individual differences and psychopathology 
 
Because one of the goals of the RDoC initiative is to improve the classification of participants in 
research on mental disorders, the group discussed the extent to which studies have identified 
individual differences in various features of DMN activity and modulation.9, 10 The speed and 
degree to which DMN activity is modulated could reflect individual differences in how 
competition between tasks is managed. Also, the degree of anti-correlation between activity in 
the DMN and activity in other networks is related to task performance and changes over the 
lifespan. The DMN is identifiable early in childhood, and it changes during development and 
with aging. 
 
Rather than focusing on relationships between specific tasks and DMN activity, the recent 
literature suggests a more general property of the DMN, specifically, that the activation of the 
DMN comes as a cost to engagement in and meeting the demands of other tasks, and so there are 
many ways to interrogate the DMN. The rate, phase and amplitude of oscillations within the 
DMN may play a role in modulating cognition and behavior. These DMN characteristics have 
been found to be related to visual perception as well as various aspects of task performance, 
including the force of responding.11  The ability to suppress DMN activity is associated with 
working memory and performance on other types of tasks, links which could be relevant to 
certain types of psychopathology.  
 
Disruptions in DMN activity have been detected in many different disorders/conditions but the 
closest links to pathology are in neurological rather than psychiatric patients. Some of the most 
robust clinical findings involve abnormalities observed in Alzheimer’s disease, including 
alterations in DMN activity and reduced connectivity among nodes in the DMN, but DMN 
abnormalities in Alzheimer’s disease appear to be related to disease stage. Alterations in DMN 
activity have also been reported in individuals with insomnia and with concussion.12  
 
With regard to mental disorders, DMN activity has not been studied extensively in un-medicated 
patients, but task-related suppression of DMN has been found to be reduced in relatives of 
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individuals with schizophrenia.13 Although there is some evidence that activity in the DMN (and 
temporal lobe) can be used to help differentiate bipolar disorder from schizophrenia14, there is 
also evidence that abnormalities in DMN activity are related to various aspects of 
psychopathology that may not map onto traditional diagnostic categories, which would be 
consistent with its inclusion in RDoC.  
 
Interpretation of the BOLD signal 
 
Because the empirical basis for this construct rest primarily upon findings from neuroimaging 
studies, the challenges of interpreting the blood oxygenation-level dependent (BOLD) signal 
with regard to neural activity were discussed. Although novel techniques have provided 
empirical support for the relationship between the BOLD signal and cellular activity15, 16, it was 
noted that deactivation and suppression are somewhat difficult terms to define when considering 
the comparative/subtractive nature of functional magnetic resonance imaging (fMRI) analyses.17 
The areas of activation observed during studies of the DMN may be due to a combination of 
increased activity as well as suppression of activity, and these types of interactions complicate 
the interpretation of measures of the magnitude of activity as well as the results of correlational 
analyses. Similarly, further studies are needed to differentiate between areas of 
hyperconnectivity and areas of hyperactivity. There remains some ambiguity in interpreting 
differences in activation observed during different tasks in purportedly “task-negative” 
networks.18 
 
Matrix elements: 
 
Genes: Heritability of the functioning connectivity of the DMN has been demonstrated19, 
however, the specific genes involved in the connectivity have not been identified. There are an 
increasing number of reports of studies that report genetic associations with the DMN,  but few 
of those studies are systematic or replicated as of yet, so the group was conservative in listing 
genes that have been preliminarily identified as being related to DMN.  
 
Circuit: Although there is some relationship between structural and functional connectivity 
among regions involved in DMN, there are some interesting exceptions and the functional and 
structural networks do not always overlap completely. Some nodes are closely connected and 
others are not. Because DMN activity is so widely distributed, it is difficult to identify a single 
network that is associated with DMN. Functional connectivity may reflect direct/single synapse 
or indirect/multiple synapse links. Although the nodes are not spatially contiguous, they appear 
to be functionally linked.20 Future studies will help understand why this network is so much 
more distributed than other networks (e.g., sensory) and the functions that these connections 
between distributed structures serve.  
 
Anti-correlated networks could also be considered to be part of this circuit, although the 
relationship between anti-correlated networks and DMN awaits further study. Since anti-
correlated networks are task-positive during some tasks, it is not clear whether they should be 
considered part of the circuit.  
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Physiology: Although much of the research on the DMN has been conducted using fMRI, it can 
also be studied using electrophysiological methods (linking slow electroencephalography (EEG) 
fluctuations with differences in performance) and/or multimodal imaging 21, 22. It was noted that 
infra-slow oscillations of 0.1 Hz and below, which are difficult to measure using EEG could be 
related to fluctuations in gamma and have been studied in rodents and non-human primates. 
Some research groups have studied infra-slow oscillations in humans using scalp direct current 
(DC; <0 .1 Hz) EEG recordings, combined EEG and fMRI, simultaneous transcranial magnetic 
stimulation (TMS) and fMRI, transcranial direct current stimulation (tDCS), 
electrocorticography (eCOG), or optical imaging. The group felt it was important to be inclusive 
of modalities for studying the physiology of this construct. 
 
Self-reports: Although there is an exhaustive list of different self-report measures that might be 
relevant to DMN studies, only a few of the more established ones are included in the matrix. 
 
Paradigms: Many paradigms can be used to study DMN, and many of those are already included 
in other Constructs (e.g., working memory). Therefore, the group focused on those that are more 
specifically focused on this construct (e.g., autobiographical memory, self-referential thought)  
It was noted that the order of tasks can impact results due to carry-over and sustained changes in 
brain activity and contamination of resting activity by preceding task(s).23 
 
Areas for further investigation  
 
During their discussions, the group identified several areas that are in need of further 
investigation with regard to the DMN:  
 

• What is the significance of the low frequency of DMN activation? Is there a 
physiological importance of this frequency to, for example, the persistence versus 
elimination of synapses in the context of ongoing neuroplasticity 24?  

• Does the inverse correlation between DMN and identified regions carry over to regions 
such as the amygdala and basal ganglia? More broadly, what is the relationship between 
DMN and motivation/affect, and the relationship to control networks 25? 

• What is the relationship between exteroceptive versus interoceptive focus and 
spontaneous versus directed or task-related activity and DMN activation? 

• What engenders the transition between DMN activation state(s) and non-DMN state(s), 
and to what extent is the ability to make that transition important to psychopathology? 

• To what extent does DMN activity relate to and/or interact with arousal mechanisms and 
biological rhythms (e.g., does DMN increase under conditions of high arousal)? 

• What are the genetic, molecular, and cellular substrates of the DMN?  
 

• To what extent is the DMN affected/changed by experience-dependent/learning-related 
changes? 
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Construct name: Default Mode Network 

Genes Molecules Cells Circuits Physiology Behavior Self-reports 

Apoe4 carriers have 
altered DMN 26 

Amyloid plaque 
deposition overlaps 
with DMN 27, 28 

GABA levels 
associated with 
negative BOLD 
signal change in 
medial prefrontal 29 

 

Some relationships 
observed between 
anatomical 
connectivity and 
resting state 
connectivity in the 
DMN e.g., 30, but 
with some 
exceptions. 

The DMN includes 
the following, 
widely distributed 
anatomic regions: 

Medial Prefrontal  

Posterior Cingulate 

Precuneus 

Medial Temporal  

Inferior Lateral 
Parietal 31-34 

Relationship of 
electrical activity to 
BOLD fluctuations 
16 

Highly 
metabolically active 
33 

Inversely 
connected/coupled 
to other networks 7, 

34, 35 

Phase and/or 
amplitude of 
oscillations of 
spontaneous activity 
may modulate 
cognition and 
behavior 9 

Macaque posterior 
cingulate firing 
reduces during task 
24 

Low-frequency 
gamma power 

Episodic memory 
retrieval   5 

Self referential  
processing 41 

Degree of 
suppression is 
related to task 
difficulty and better 
task performance – 
Example of 
individual difference 
10, 42-44 

Strength of anti 
correlation with task 
positive network 
predicts better task 
performance 45 

Lack of task 
suppression of 
DMN in 
psychopathology 13, 

46 

Reduced DMN 
connectivity in 

Mind wandering 
during scan 
correlated with the 
DMN 48 

Stimulus 
independent 
thought49 

 Rumination and 
depression 50-52 
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fluctuations are 
correlated across 
electrodes 36 

Scalp EEG shows 
alpha and beta 
power fluctuations 
correlated with 
resting state 
networks 37 

Infra-slow 
oscillations – scalp 
DC EEG (< 0.1 Hz) 
38, 39 

MEG correlation 
with beta frequency 
21, 22 

While stable over 
subjects, the 
correlations are not 
stationary 40 

Alzheimer’s disease 
27, 47 
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Paradigms: 
• Lie in scanner without task or stimulus;  
• Autobiographical memory 
• Self-referential thought 
• Eyes open > eyes closed comparison 
• Application of TMS to alter network functioning 
• tDCS 
• Pharmacological challenges 
• Simultaneous EEG/fMRI recording 
• MEG 
• eCog 
• Optical imaging (animal) 
• Real-time fMRI feedback to modulate network 
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